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Introduction

• Setting: Both unknown domains and 

unknown objects could exist during testing. 

• Goal: Dense OOD detection with potential 

domain-shifts.

• Strategy: Test-Time Adaptation (TTA).

(b) Image with unknown object.

(a) Image with unknown domain.
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Motivation & Main Idea

• Motivation: Directly applying some existing TTA techniques could typically hurt 

the performance of OOD detection. 

• E.g. the transductive batch normalization (TBN) method [1,2].

• Main Idea: Identify whether an input image is from the seen or unseen domain and 

perform model adaptation accordingly.

[1] Nado, Zachary, et al. "Evaluating prediction-time batch normalization for robustness under covariate shift." arXiv preprint (2020).

[2] Zhitong Gao, et al. “ATTA: Anomaly-aware Test-Time Adaptation for Out-of-Distribution Detection in Segmentation”, NeurIPS (2023).  



Selective Batch Normalization (SBN)

1. Estimate the probability of input image being generated from 
unseen domain.
• Utilizing the distribution distance between the deep features of test and training data in the 

Normalization layers of the segmentation network. 
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Domain-shift Probability:



Selective Batch Normalization (SBN)
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IN: BN input;  OUT: BN output.

2. Update the BN statistics of the network according to the probability.
• Mixing the original BN statistics with the test statistics.

Test statistics Original statistics

Domain-shift Probability



Implementation

• Segmentation Model: A provided pretrained Deeplab v3+ model on 

the MUAD training set.

• SBN Adaptation: Detects and mitigates the effects of unknown 

domains by adapting the batch normalization (BN) layers.

• OOD Detection: Energy Score.



Results on MUAD dataset

The method is simple and 
powerful:
• It achieves good results 

on the benchmark, much 
better than the baseline 
method.



Extension

For more information, please refer to our paper or come to my poster!

• ATTA: Anomaly-aware Test-Time Adaptation for Out-of-Distribution Detection in 
Segmentation, NeurIPS (2023). arxiv

• Method:  Anomaly-aware Self-Training.

• Benchmarks: Road Anomaly, Fishyscapes, SegmentMeIfYouCan, Lost & Found, etc.

• Baseline methods: PEBAL, Max-logit, Energy, Meta-OOD, Max-Softmax, etc.



Thanks for listening!
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