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•Quantitative results on ISIC dataset. Test dice.
(𝛼, 𝛽 control noise ratio and noise level; )

Problem Setup

Learning Segmentation from Noisy Labels

Seg

Methodology

Experiment

Main Ideas
• Exploit structural constraint in segmentation labels

- adopt a superpixel representation.
• Develop an iterative learning scheme that combines 

- noise-aware training of segmentation network
- noisy label refinement

Overview: we use superpixels as our guidance in an iterative learning 
process which jointly updates network parameters and refines noisy labels.

•Ablation study on our model components
(ISIC, 𝛼 = 0.7, 𝛽 = 0.7).

•Quantitative results on JSRT dataset. Test dice.

• Segmentation annotations often
include a varying amount of noise.

• We aim to robustly learn a 
semantic segmentation network.

• Assume the pixels share similar 
labels in each superpixel. 

• Treat each superpixel as a data 
sample during training.

Iterative Model Learning
• Network updating: select a portion of 

small-loss superpixels to jointly update 
networks, with the loss

• Label refinement: relabel a subset of 
unreliable superpixel labels according to 
model predictions.

Experimental Results
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Ablation Study

* We report average Dice over the last 10 epochs. •Curves of test dice vs. epoch on four different noise settings. ISIC.
(a) Skin image (c) Co-teaching (e) JoCoR (f) Ours(b) Baseline (d) Tri-network

•Qualitative comparisons on ISIC dataset (𝛼 = 0.7, 𝛽 = 0.7).
(red: groundtruth, blue: predicted mask)
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