
ATTA: Anomaly-aware Test-Time Adaptation 
for Out-of-Distribution Detection in Segmentation CodePaper

Dense Out-of-Distribution (OOD) Detection: 

• Goal: Generate pixel-wise identification of unknown objects.

• Assumption: Training and testing data share similar domain.

We Study Dense OOD Detection with Domain Shift

• Strategy: Adapt OOD detection models during test.

• Challenges: Apply existing test-time adaptation (TTA) 

techniques could:

• Impair OOD detection performance on images from seen 

domains. 

• Indiscriminately reduce uncertainty of unknown classes.

• Main Idea: A dual-level test-time adaptation framework that

• Simultaneously detects two types of distribution shift;

• Performs online model adaptation in a selective manner.  

In real-world situations, domain shift often exists and 

significantly affects the performance of existing OOD 

detection models.

Example images from existing OOD Detection Benchmarks

E.g. various road, 
weather and 
lighting conditions.

Domain-Shift Often Exists
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Domain-Shift Significantly Affects OOD Detection Performance
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• Goal: Further enhance OOD detection and 

closed-set prediction.

• Overall Objective: Promote the confidence 

of both the inlier and outlier predictions.
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B. Anomaly-aware Self-Training (AST)
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IN: BN input;  OUT: BN output.

(1) Estimate the probability of domain-shift by 

considering image-level stat.

= ℎ 𝑎,𝑏 (σ𝑙=1
𝐿 𝐾𝐿(𝑁(𝜇𝑙 𝑥 , 𝜎𝑙 𝑥 )||𝑁 𝜇𝑙

𝑡𝑟 , 𝜎𝑙
𝑡𝑟 ))

sigmoid((x + a)/b)

Test feature Stat.

Training feature Stat.

(2) Update BN statistics:
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A. Selective Batch Normalization (SBN)

• Goal: Determines the existence of domain 

shift in the image and compensate for the 

input distribution deviation. 
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• Training: update the final classification 
block in an episodic manner.

Anomaly-aware Test-Time Adaptation (ATTA)

• Setting: During testing, an image (or a batch) sequentially arrives, and our goal is to update the 

model parameters for each batch and produce anomaly-aware semantic segmentation outputs.
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INTRODUCTION METHOD RESULTS

• Original FS Static dataset (white rows); FS Static -C dataset (gray rows). 

Zhitong Gao, Shipeng Yan, Xuming He ShanghaiTech University

Simulated Domain-Shift Dataset

Existing Dense OOD Detection Benchmarks

• SMIYC Benchmark (high domain shift)

Ablation Study

• Inference Time Analysis

• Road Anomaly (high domain shift), FS LostAndFound, FS Static .

• Ablation of Two main modules. • Ablation of internal design of each module.
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